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Abstract of the contribution: This contribution clarifies the concept of Service Instance Set in Solution 11 and provides an evaluation section. 
1 Introduction

This contribution clarifies that the set of Service Producer instances can be dynamically determined based on semantically meaningful parameters indicated by the Service Consumer, e.g. proximity, region and vendor.

The concept of Service Instance Set is described in Solutions 10 and 11. The arguments as discussed in these solutions suggesting the need for Service Instance Set are the following:

1. The instances in the set are able to share the data (e.g. UE context) in consistent manner. This requires that the instances are from the same vendor (assuming the data model is not standardized).

2. The data can be synchronized between the service invocations served by different instances. This requires that the instances are within certain proximity (e.g. in the same data center) so that the repositories can provide consistent data.
3. The instances are able to use the same physical resources, e.g. N2 connections to the same RAN nodes (AMF) or N4 connections to the same UPFs (SMF). This may require that the instances in the same administrative domain and can provide the same service areas.


This contribution proposes to clarify that the identifier of the Service Instance Set could be set differently, for example,

· Different Service Instance Set ID could be set for the same or different vendors. 
· Different Service Instance Set ID could be configured to serve for the same or different S-NSSAI;

· Different Service Instance Set ID is configured to access different Resource Storages 
2 Proposal

This document proposes to update solution 11 in TR 23.742.
* * * Start of Change 1 * * * 

6.11
Solution 11: 5GC Reliability

6.11.1
Introduction
In Rel-15, different concepts have been adopted for reliability in various NFs. It’s proposed to provide further possibilities to enhance the reliability in Rel-16. This solution proposes to define a Services Instance Set concept that can support high reliability and also has potential to improve other aspects of the 5GC architecture.

The solutions for reliability should work irrespective of whether UDSF is deployed or not.

6.11.2
High-level Description

It is proposed to introduce the concept of Service instance Set for 5GC. The Service instances within a given Service instance Set are expected to have access to the same data sets in a data storage entity e.g. UDSF. Thus, in principle, any Service Instance within a Service Instance set should be able to process UE transactions as it has access to UE context.

Following are the key principles for Service Instance Sets:
-
A Set of instances of the same service type.

-
All Service instances in a Set can access the same data storage e.g. UDSF.

Editor's note:
How this relates to solution for key issue 1 is FFS.
As shown in figure 6.11.2-1 a Service Instance Set has a storage resource accessible by all service Instances in the Set. A Service Instance Set may expose individual service instances towards consumers or it can use a load balancer. If a load balancer is used the Service Instance Set may appear as one Service Instance towards consumers.
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Figure 6.11.2-1: A Service Instance Set with Shared storage resource and optional load balancer

When a Service Instance Set exposes multiple service instances towards a consumer, the consumer is allowed to reselect a different Service Instance (within the same set) between transactions. Race conditions with multiple requests for the same UE is up to implementation to resolve, potentially using mechanisms like redirect between Service Instances in the Set.

As shown in figure 6.11.2-2 a Service Instance Set may span multiple data centres
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Figure 6.11.2-2: A Service Instance Set can span across multiple data centres

As Service Instance Set's can span across multiple data centres the profile in the NRF should include proximity information for each service instance in order to facilitate proximity-based selection of service instances. This proximity information provides an indication of physical distance based on network deployment and topology, e.g. the DC identification could be used for this purpose.

Proximity complements Service Instance Set information, in a way that same Proximity value (e.g. same DC, same data repository) may include different Service Instance Sets. Different Service Instance Sets can be from the same vendor or different vendors. They may be configured to serve for the same or different S-NSSAI. They are configured to access different Storage Resources. 
Service Instance Set may be considered optional value, since in some cases, Proximity could be sufficient for a consumer.

6.11.3
Illustrated Procedures
Editor's note:
This clause describes related high-level procedures for the solution.
6.11.4
Impacts on existing NFs, NF services and interfaces

Editor's note:
This clause describes impacts to existing services and interfaces.
The impacts on NF Services, NF profile and selection rules are primarily driven by allowing reselection of different service instances between transactions and addition of proximity per service instance.

Impacts on (NF) service profile in NRF:

-
Addition of Service Instance Set ID per service Instance

-
Addition of proximity information per service instance
Impacts on Selections and Reselection rules:

-
A consumer first discovers and selects one suitable Service Instance Set, optionally from a list of service instance sets received from the NRF. Once the Service Instance Set is selected it selects a suitable Service Instance for the next transaction

-
A consumer may reselect any Service Instance, within the same set, between different transactions

-
A consumer should consider the proximity information when selecting a Service Instance Set and re-selecting between Service Instances within the Service Instance Set

NOTE:
If the Service Framework hides the Service Instances from consumers it will be up to the Service Framework to implement the selection and reselection behaviour as well as discovery of the set of service instances that can serve a transaction.

The Service Instance Set concept allows to decrease the dependencies on the NF concept in the 3GPP functional architecture. This can be achieved by the additions described above and by replacing the NF bindings established in the information flows with bindings between the service Instance Sets
6.11.5
Evaluation
Editor's note:
This clause provides an evaluation of the solution.
· The meaning of the Service Instance Set IDs must be configured and maintained by the operator. The operator needs to configure, e.g. Set 1 for combination of Vendor X, Service Area Y, Repository Z, and Set 2 for Vendor A, Service Area Y, Repository Z, and so on. 

End of changes 
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